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Overview

▷ Block Diagram
▷ What We’ve Done
▷ What’s Left?
▷ Persistent Problems
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Block Diagram
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Normalization

▷ Makes Data Comparable
▷ Reduces to a Common Scale

Types of normalization:

➢ Normalization using zenith angle

➢ Normalization using standard deviation 
and mean
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Linear Regression
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▷ Determine a weight vector by minimizing 
squared error



Recursive Least Squares

▷ Online Algorithm
➔ Constantly fed data

▷ Updates the weight vector based on the error
➔ Update Correlation Matrix
➔ Update Gain Matrix
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Recursive Least Squares Code
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Exponential Least Squares

▷ Forgetting Factor  λ
➔ Behaves similar to weighted least squares
➔ Older Inputs has a smaller impact

▷ Can be implemented into Recursive Least Squares
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Tap Filter

▷ Use previous output to predict future 
output
➢ Solar Irradiance
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Normalizing with Zenith Angle

1. Normalize the solar irradiance with zenith angle
2. Project the normalized solar irradiance using the zenith 

angle of the desired output

X = [1, x(n),x(n-1), ….., x(n-m+1)] * cos(Zenith Angle)(n+k)
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Linear Regression w/ Zenith Angle 
Normalization
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Effects of Tap Filter
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▷ Slightly decreases RMSE



Prediction

13



HNEI Data

▷ Familiarize ourselves with the data
▷ Compile data with glob library
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What's Left

▷ Implement other algorithms
▷ Use regular normalization
▷ Implement algorithms on HNEI and SCEL 

data
▷ Documentation
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Persistent Problems

▷ Weekly Meetings
 People are sometimes busy
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“Questions?
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